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Sentiment Indicators Based on a Short Business Tendency Survey

Daniel Roash and Tanya Suhoy

Abstract

The monthly frequency of the Business Tendency Survey, launched in 2011, sectoral
representativeness, and early availability have created new opportunities for nowcasting. However,
Israeli data confirm growing concerns that the aggregate balance of opinions has become less
correlated with macroeconomic indicators in the post-crisis period.

We test this relationship using firm-level and macro (time-series) data.

At the firm-level, logit checks of qualitative evaluations of past domestic sales in the
manufacturing, retail trade and services sectors in 2013-17 revealed significant cross-sectional
correlations with corresponding revenue data, matched from administrative records; however,
comovement between the qualitative evaluations and the aggregate sectoral index was documented
only since the guestionnaire wording was changed to focus on the specific month, instead of a
three-month evaluation. Although this change has amplified seasonal variation in the categorical
answers, correlations between qualitative and quantitative data remain (weakly) significant even
after seasonal effects are controlled for. We find also that firms' heterogeneity has an effect on the
reliability of qualitative evaluations, particularly in the services industry.

At the macro level, we are looking for a composite sentiment indicator that aggregates sectoral
balances of opinions and tracks real growth at a monthly frequency. We suggest an indicator with
time-varying weights, evaluated through Partial Least Squares regression with respect to GDP
growth. As GDP is measured quarterly, we simulate intra-quarter GDP-changes from monthly
interpolated and bootstrapped seasonally-adjusted GDP-levels. This sentiment indicator performs
better than an overall balance of opinions, calculated as a composition of sectoral balances with
predefined weights based on industrial GDP-shares. In most (about 85%) simulations the short-
term forecasts outperform the benchmark of mean growth. The out-of-sample error is larger when
the sentiment indicator forecast is compared to later GDP estimates published by the CBS than with
the first estimate.

Keywords: Business tendency survey, Sentiment indicator, Partial Least Squares, monthly GDP
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1. Introduction

Business Tendency Surveys have become a popular tool of nowcasting with "ragged-edge”
data, due to earlier availability of their data and positive correlations between the balances
of opinions statistics and GDP growth. Over the past two decades, special attention has
been paid to mixed-frequency models, which allow the inclusion of monthly survey-based
predictors in regressions of quarterly GDP growth, as well as factor models, which hold
mutually correlated balances of opinions (Hansson et al. 2005; Frale, et al. 2010; Banbura
and Riinstler, 2011; Osterholm, 2014; Kaufmann and Scheufele, 2017; Mogliani, et al.
2017).

The Bank of Israel has conducted the Companies Survey since 1983 on a quarterly basis,
and firms’ participation in the survey is voluntary. In 2011, the Central Bureau of Statistics
(hereinafter: CBS) began conducting a mandatory Business Tendency Survey on a monthly
basis, in accordance with the OECD's methodological standards and reporting

requirements.

Compared with the Companies Survey’s balances of opinions, which display high
historical correlations with macroeconomic variables, the CBS survey has appeared to fit

the real indicators markedly worse.

“A clear drop” of correlations between the survey balances of opinions and real trends was
also pointed out in the eurozone in the aftermath of the 200809 crisis (Malgarini, 2011;
Tresor-Economics, No 125, 2014; Bruno, et al. 2016). Analysts have explained it by non-
linearities in the relationship between the soft and hard data stemming from agents
modifying over time their perceptions of long-run growth (a “new normal” situation),
sufficient level of capacity utilization, and other settings. Another issue is growing sectoral
heterogeneity—particularly in services—which requires a larger sample for its coverage.
Regarding the poor performance of the Israeli Business Tendency Survey, CBS analysts
have suggested low representativeness of the balances of opinions stemming from a large

share of firms reporting “no-change”.



Figure 1 depicts a decline in correlations between the balances of opinions and
macroeconomic indicators, based on the quarterly Companies Survey and recorded after

2011, when the monthly Business Tendency Survey began.

Figure 1. Correlations between Companies Survey balances of opinions and

seasonnally adjusted macroeconomic quarterly indicators, by period
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It appears that high ex-post correlations documented in the period 1998-2010 stem from
great cyclical fluctuations (dot-com boom of 1999-2000, recession 2001-03, recovery of
2004-07 and financial crisis of 2008-09). In the aftermath of the financial crisis the
cyclical variance of real growth declined greatly, while the noise kept its magnitude, as
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seen from the X-12-Arima decomposition of two main macroeconomic series (Table 1):
the industrial production index, measured at monthly frequency, and GDP in fixed prices,

measured at quarterly frequency.

Table 1. Standard deviations of the trend-cycle and irregular components? of the

Industrial Production index and GDP time series, by period

Industrial Production Index
(monthly % changes) GDP (quarterly % changes)
Trend- Signal- Trend- Signal-to-
Period cycle Irregular | to-noise cycle Irregular | noise
1995-2005 0.51 9.12 0.056 1.12 2.58 0.434
2001-2010 0.68 8.89 0.076 1.03 2.24 0.460
2011-2018 0.23 8.68 0.026 0.53 2.33 0.227

1 Trend cycle, seasonal and irregular components are available from seasonal adjustment processing, which
is conducted monthly and quarterly with X-12-ARIMA.

Source: Industrial production — CBS data, GDP — authors’ calculations.

The change in the cyclical pattern and questionable reliability of the quarterly Companies
Survey motivated our analysis of the usefulness of the monthly CBS survey in real-time

monitoring.

We conduct the analysis with firm-level data and with the balances of opinions series. The
Holzl survey (2015) points out differences between the results obtained at the micro level
and the results obtained from the balances of opinions, which suggests that idiosyncratic
fluctuations are canceled out as a result of aggregation. In this context, Nieuwstad (2005)
reported interesting results from the manufacturing survey in the Netherlands showing that
only one-third of the respondents provide coherent and unbiased retrospective evaluations
of the production change, and roughly 20 percent of firms respond in a completely
irrational manner. Another important finding was that firms with seasonal production

cycles are likely to provide more accurate evaluations.

We examine the consistency of the survey data by regressing (using an ordinal logistic

model) qualitative evaluations by quantitative firm-level changes in the revenue and the



aggregate index of the sectoral dynamics, adjusted for seasonality. In addition, we control
for the monthly seasonal effects. This analysis revealed significant idiosyncratic effects
uncorrelated with the macroeconomic variables. We were able to isolate the overall sectoral
effect only in the samples of 201617 relating to the new questionnaire, which focuses on
one month, rather than three consecutive months as the old questionnaire. Our firm-level
analysis confirms significant seasonal variance in qualitative evaluations since this change
was made. We also track the sensitivity of the likelihood statistics to incorporate factors of
observed heterogeneity, like sub-sectoral affiliation, differences in reporting, export profile

and company size.

In a time-series dimension, we consider monthly GDP projections by survey variables.
Official GDP data are produced at quarterly frequency and the first estimates become
available about 45 days after the end of the quarter of interest. The Bridge-equation
nowcasts of the Bank of Israel based on two-month averages of monthly indicators are also
produced once a quarter and are sensitive to fluctuation in consumer imports (car

purchases).

Monthly GDP models with monthly predictors were developed by Mittnik and Zadrozny
(2004); Mitchell, et al. (2005); and Frale, et al. (2010), which emphasized better accuracy
of short-term forecasts compiled at monthly frequency, beyond the importance of intra-
quarter monitoring for policy makers.

Here we exploit the concept of common sentiment, which drives mutually correlated
balances of opinions and can show the direction of the growth cycle. The European
Commission’s' Sentiment Indicator summarizes multiple balances of opinions with fixed
weights. As an alternative to ad hoc weights, Gelper and Croux (2010) proposed a Partial
Least Squares (PLS) model, which extracts the sentiment indicator with regression-based
weights.

1 This index is based on the Business and Consumer confidence surveys, as the sectors covered are industry
(with a weight of 40 percent), services (30 percent), consumers (20 percent), retail (5 percent) and
construction (5 percent).

For details see:

European Commission 1st Quarter 2017 TECHNICAL PAPER 015 | APRIL 2017 European Business
Cycle Indicators ISSN 2443-8049 (online):
https://ec.europa.eu/info/publications/economy-finance/european-business-cycle-indicators-1st-quarter-2017_en
European Business Cycle Indicators 4th Quarter 2018 Technical Paper 029 | January 2019 European
Commission ISSN 2443-8049.



https://ec.europa.eu/info/publications/economy-finance/european-business-cycle-indicators-1st-quarter-2017_en

We are looking for the best composition of sectoral balances of opinions, derived with
respect to monthly GDP growth, by taking advantage of the ability of PLS to handle
mutually correlated explanatory series in short samples. To overcome the problem of low-
frequency GDP series, we apply the bootstrap aggregation procedure by Bergmeir,
Hyndman and Benitez (2016) for monthly interpolated series, thus enabling density
nowcasts.

The rest of the paper is organized as follows. Section 2 briefly describes the Business
Tendency Survey and the main macro-level correlations. Section 3 discusses the
relationship between firm-level qualitative and quantitative data. Section 4 presents
explanatory survey-based variables used in the nowcasting equations. Section 5 describes

monthly GDP nowcasts, and Section 6 concludes.

2. Characteristics of the Business Tendency Survey and correlations with

macroeconomic indicators

Table 2 shows the average number of companies surveyed since 2011, by industry and by
periods that the same questionnaire phrasing was preserved. Appendix A presents the
survey questions used for this study that refer to various aspects of business activity and
different time aspects: the current situation, past activity or future expectations.

We begin by briefly describing the nature of the changes that occurred in the survey
questionnaire until it stabilized in the current formulation beginning in 2015. The first
change, in 2013—timed with the transition to the new classification of industries—
expanded the Likert Scale of possible responses from 3 to 5 points to allow companies to
better discriminate their assessments (as was previously adopted in manufacturing), thus
reducing a high share of neutral responses that led to a negative bias in balances of opinions

compiled from the 2011-12 survey data.

Subsequent checks carried out in 2015 documented weak performance of the survey with
respect to quantitative indicators and balances of opinions that were still biased towards
zero; as a result it was decided to simplify the formulation of the questionnaire by focusing
on the month-of-interest activity compared to the previous one, rather than three-by-three

months’ comparison as before, which was found to be confusing. For even more



simplicity, the requirement to adjust the response for seasonality was removed from the

phrasing, except the questionnaire for hotels.

Table 2. The average number of companies! in the Business Tendency Survey, by

industry and questionnaire version?

W 2011-2012 | 2013-2014 2015 2015 since 2016
Industry (Old) (New)
(1} ) €) (4) (5)
Mamdfacturing 340.4 3546 2293 1725 421.1
[12.7] [35.5] [10.5] [12.7] [28.7]
Retail Trade 153.6 178.9 1121 78.4 209.6
[11] [18.3] [5.1] [8.8] [15.5]
Construction 2025 204.8 111.8 134.0 2723
[13] [26.2] [5.5] [11.6] [20.2]
Hotels 71.8 56.5 4113 192 579
[5.9] [4.6] [2.9] [2.3] [5-1]
Services 404.7 433.0 2883 202.5 521.2
[18.5] [18.5] [12.4] [14.4] [38.1]

1 Monthly, standard deviation is given in brackets
2 Methodological changes in the BTS questionnaire were made in 2013 and 2015. The change
of 2015 concerned retrospective evaluations and was conveyed by a follow-up experiment,

which required a split into treatment and control sub-samples.

To enable the follow-up of this change, the samples in each sector were divided into two
parts: the companies that received a questionnaire in a new format and companies that
continued to respond in a previous format; the average number of firms in treatment and
control sub-samples managed from April to December 2015 is shown in columns (3) and

(4) of Table 2, respectively.

Appendix B provides summary statistics from the follow-up experiment. A new
formulation of the questionnaire is likely to make responses more optimistic and to reduce
the negative bias in balances of opinions, except for the construction and hotels sectors.
The share of firms reporting "no-change™ has declined slightly in manufacturing and

construction, but remained high in the services industry.



Table 3 presents the correlation coefficients between the retrospective balances of opinions

related to various aspects of business activity and the corresponding changes in the

macroeconomic indicators, adjusted and unadjusted for seasonality, by industry and

questionnaire version. As shown, the correlations calculated from the new questionnaire
(2016-18) are much higher than those based on the old one (2013-15). The table also

shows that the balances of opinions have become much more correlated with unadjusted

indices, thus indicating an increased seasonal variance in qualitative responses reported to

the new questionnaire. The next section provides more details based on logit checks of

firm-level data.

Table 3. Correlations® between selected net balances and industrial reference series?, by

guestionnaire, industry, and question

Old questionnaire:
2013:01-2015:12 (N=36)

New questionnaire:
2016:01-2018:12 (N=36)

Industry Question Unadjusted | Seas.adj. | Unadjusted Seas.adj.
reference reference reference reference
series series series series
Manufacturing |Output -0.14 0.22 0.84 **4 0.26
Manufacturing |Sales 0.08 0.14 091 **4 0.27
Construction Ongoing activities 0.20 0.29 0.40 **0.33 *
Trade Sales -0.09 0.14 0.74 **4 0.39 *x
Hotels Local tourists 0.20 0.30 060 **4 0.45 el
Services Local sales 0.11 0.05 055 **4 0.39 **
Services Exports 0.29 0.00 0.21 0.47 *x

Ix *x *** indicate significance at a level of 1%, 5%, and 10%, respectively.

2 Reference series are monthly CBS series in real terms, seasonally adjusted and log-differenced: for

manufacturing — industrial production index; for construction — housing starts; for hotels — number of

Israeli tourists; for retail trade and services — the trade and services revenue indices, respectively. For the

new questionnaire, the reference is compiled as the log difference between each monthly level and the

previous one; for the old questionnaire, as a log difference between moving averages of three subsequent

months, lagged by three months.




3. Firm-level relationship between qualitative and quantitative data

The panel datasets constructed for this analysis merge qualitative evaluations of past local
sales provided by each firm to the survey with the corresponding monthly change (in log-
difference terms) in the revenue recorded in the business register. Each dataset, constructed
for the manufacturing, trade and services sectors, covers 24 months from the period 2013—
14 when reported according with the old questionnaire and 24 months from the period
2016-17 when the questionnaire phrasing has changed. We excluded data of 2015 collected
during the follow-up experiment in order to avoid an issue of unbalanced panel due to half

sample size.

Using logistic regression of qualitative answers by quantitative changes and other controls

we examined the following questions:

- Do quantitative sectoral data have a contemporaneous effect on qualitative
answers? Can we isolate the aggregate sectoral effect particularly relevant for the

use of the balance of opinions series?
- To what extent are the qualitative evaluations seasonally dependent?

- Is the relationship between qualitative and quantitative data affected by firms'
characteristics, not captured by the sectoral balance statistics, like sub-sectoral
differences in activities, differences in firm size based either on employment or on

the revenue, reporting features ;

- How has the information content of the qualitative data changed as a result of the

change in the wording of the questionnaire in 2015?

According to the questionnaire wording, the quantitative firm-level data in the new-
questionnaire panel were processed as month-to-month changes in revenue in the month
preceding the survey month and derived from the corresponding administrative records;
whereas the changes in the revenue for the old questionnaire were calculated based on the
mean revenue in the three-month period prior to the survey month relative to the mean

revenue of the preceding three months.

To capture the overall sectoral dynamics we control for seasonally adjusted

macroeconomic indicators, appropriately differenced and lagged. As detailed in Table 3,
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there are industrial production indices and retail trade and services revenue indices. We

also map seasonal effects into 11 dummy variables.

For easier interpretation of the parameters, we aggregate "greatly increase" and "increase"
responses, as well as “greatly decrease” and “decrease” responses, and move to a 3-point
ordinal scale. We also winsorize extreme changes in firm-level revenue data, by setting

the 97.5% and 2.5% percentiles of corresponding distributions as thresholds.2

We estimate the relationship between the qualitative and quantitative data through the
cumulative logit link, as follows:

11
|=aj+BA +@pr+ ) VYmdymtuy; j=12 €))

m=1

o Pr(Yy, <))
Pr(Yy > j)

Where the explanatory variables are denoted as following:

Y, - qualitative response given by the firm i regarding domestic sales in month ¢;

4;; - change in the revenue in month t calculated for the firm i from the administrative

records in appropriate terms, as described above;

p: - macroeconomic series, seasonally adjusted and appropriately differenced;
d,, (m=1,...11) - seasonal dummies;

u;; - residuals;

and the estimated parameters of the relationship (1) are denoted as:

a; (j = 1,2) — two intercepts estimated for the probabilities of reporting “increase” and

“no-change”, relative to reporting “decrease”;
¢ - the parameter of the aggregate sectoral effect;
B - the parameter of the firm's idiosyncratic effect;

Ym (m =1,...11) - seasonal effects.

2 For details on the advantages of winsorization over filtering observations with outliers in
similar datasets, we refer to :

Lui, S., J. Mitchell and M. R. Weale (2009), “Qualitative Business Survey: Signal or Noise”,
National Institute of Economic and Social Research, London, September 2009.
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Note that due to repeated measures in our datasets, the responses are not independent, so
we use the GEE-method. This method delivers standard errors of the parameters much
greater than would be obtained by the maximum likelihood assuming uncorrelated

responses.

We estimate parameters by four different versions of (1) model (010) evaluates only
cross-sectional effects, model (011) evaluates both cross-sectional and aggregate sectoral
effects; while model (111) and model (211) account for the firm's size as well by using
observation weights defined in terms of the number of employed or the volume of revenue,

respectively. Appendices C1—C3 present estimated parameters, by industry.

In the manufacturing industry (Appendix C1), the parameters § and ¢ indicate statistically
significant correlations with the quantitative data, while the overall sectoral effect is more
significant in the new-questionnaire panel. The regression weighted by the number of
employees (111) does not contribute much compared with the unweighted regression

(011), and revenue-based weights (211) reduce the parameter of aggregate sectoral index.

In retail trade (Appendix C2), the parameter of aggregate sectoral index, obtained from the
old-questionnaire data is insignificant or has a negative sign, but the cross-sectional effect
is positive and statistically significant. For the new-questionnaire data, a significant

parameter for the macro variable was obtained only for unweighted data.

In services (Appendix C3), we have isolated statistically significant cross-sectional and
overall sectoral effects from the new-questionnaire data, by using revenue-based firms'
weights. Unweighted regression or employment-weighted regression failed to identify a

statistically significant effect of aggregate sectoral dynamics.

Another result that stands out is an amplified seasonality of qualitative data detected in all
new-questionnaire panels, which can be explained by the change in the questionnaire
wording, placing a focus on a specific month of firm’s activity instead of a cumulative

three-month assessment.

Figure 2 depicts this result visually with help of the absolute values of the regression

coefficients obtained for seasonal dummies in (1), according to various specifications.

3 Numbers in parentheses correspond to model notation shown in Appendices C1-C3.
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Figure 2. Seasonal effects® (in absolute terms) in the qualitative answers, by industry and

questionnaire type

Manufacturing 512 Unweighted Manufacturing s12  Weighted by employees

Retail Trade s12 Unweighted

Services s12 Unweighted

B New questionnaire (2016-2018) B Old questionnaire (2013-2015)

1 Seasonal factors were estimated through logistic equation (1) and presented here in absolute values.
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Table 4 shows that the relationship between the qualitative evaluations and qualitative data

depend on additional variables of the observable firms' heterogeneity incorporated into our

logistic regression (for only new-questionnaire data). We assess significant effects from an

improvement (a decrease) in the quasi-likelihood statistics in response to inclusion various

structural characteristics.

Table 4. Values of the quasi-likelihood statistics of panel regressions?) in response to incorporated

factors of firms’ heterogeneity, by industry

Old questionnaire New questionnaire
(2013-2014) (2016-2017)
Model [Additional explanatory variables 2 QIC QICu QlC QICu
Panel A. Manufacturing
010 |Change in the firm-level revenue 17222.9 17196.1 19957.8 19934.0
011 |Overall sectoral index, seas. adjusted | 17225.1 17197.6 19931.1 19908.1
011 + |[Technology-level category 19889.0 19852.3
011 ++ |Export profiles 19888.7 19848.1
Number of firms 470
Number of panel observations 8733 9909
Panel B. Retail Trade
010 |Change in the firm-level revenue 7009.0 6988.7 8364.5 8340.5
011 |Overall sectoral index, seas. adjusted| 7010.6 6990.7 8359.1 8335.4
Number of firms 193
Number of panel observations 3515 4196
Panel C. Services
010 [Change in the firm-level revenue 18245.8 18215.2 21968.1 21932.8
011 [Overall sectoral index, seas. adjusted | 18239.3 18209.2 21942.9 21906.8
011# [Common reporting to tax authorities 21940.1 21897.0
Ol11## [Sub-sector division 21824.4 21725.3
O11### |Export profile 21711.7 21678.6
Number of firms 564 717
Number of panel observations 10525 13009

Y Variables of observed heterogeneity were tested only on new-questionnaire data.

2 The heterogeneity factors listed within each panel were added one by one, so a corresponding quasi-likelihood
was recorded.

14



In manufacturing sector we examine the effect of different technology levels (high,
medium-high, medium-low and low, model 011+) and export profiles, categorized as
“low”, “medium” or “high” according to the percentiles of firms’ distribution by export
shares in revenue in past years (model 011++). In the services industry we check whether
differences in the way that revenue data have been reported to the tax authorities* may have
some effect (model 011#). Additional dummies were assigned to specify sub-sectoral
division, as banks, business services, accommodations, IT-services, transportation and
other (model 011##), as well as export profile (model 011###).

As can be seen, accounting for sub-sectoral heterogeneity in the services industry led to
the greatest improvement in QIC/QICu-statistics, decreasing by 0.5%/0.8%. Differences in
the level of technology between manufacturing firms have a smaller effect, 0.2%/0.3%. In
addition, differences in the export profile have a greater impact in services (a decrease of
0.5%/0.2% in QIC/QICu-statistics) than in manufacturing (0.1%/0.1%).

4. Nowcasting of sectoral indices by survey variables

This section deals with the survey data, converted into balances of opinions series that

could be used for short-term forecasts.

Figure 3 depicts the correlations between the new-questionnaire balances of opinions and
contemporaneous month-to-month changes in manufacturing, retail trade and services
indices—unadjusted as well as adjusted for seasonality—by various aspects of the activity
(sales in the domestic market, exports, employed persons, etc.). The correlation coefficients
are represented by colored columns and grouped by the time horizon required for providing
an evaluation—retrospective, present situation or prospective. According to the notation of
the month-of-interest on which a survey focuses, we denote the balances of opinions as
NB(t —1), NB(t), NB(t+ 1) and the corresponding changes in macro-variables as
Act(t — 1), Act(t),Act(t + 1).

4 About 30 percent of firms are allowed to submit a consolidated report to the tax authorities and some others

(small firms) report on a two-month basis.
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Figure 3. Correlations between the balances of opinions and corresponding seasonally

adjusted/unadjusted sectoral indicators, by industry, activity aspect and time perspective,

based on the new questionnaire series (2016:01 — 2018:12) Y

M Unadjusted

M Seasonally adjusted
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Y NB(t) denotes the balance of opinions related to the month ¢ , Act(t) denotes the sectoral index of month ¢.
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As shown, the retrospective balances of opinions correlate with the contemporaneous
macroeconomic indicator, while higher correlations were recorded for seasonally
unadjusted data. In contrast, the balances of the present situation do not correlate with the
corresponding sectoral indicator.

The prospective balances do not correlate with the actual data for the month to which they
relate; however, some correlations were documented with the activity in the survey month.
The correlations of retrospective and prospective balances of opinions with quantitative
data for two consecutive months creates the possibility of smoothing seasonal volatility

used below.

The main issue of forecasting by survey variables is discontinuity of balances of opinions
over a relatively short period. We try to eliminate the structural break that occurred in the
balances of opinions between 2015 and 2016 using the series from the treatment and
control groups. These data are available over 9 months of the follow-up period before the
new questionnaire was introduced. Since the series are short and not adjusted for
seasonality, we apply the geometric-mean conversion of the retrospective and prospective
balance of opinions obtained in the same survey, which should smooth seasonal effects in

adjacent months.

Keeping in mind the transition from the three-month to one-month evaluation and implied
differences in the volatility of the transformed series, we additionally smooth the new-
questionnaire series by weighted three-month moving averages. Then, we estimate the bias
and reconstruct the explanatory series starting from 2013. Appendix D describes it in more
detail. Figure 4 demonstrates the time series of the old-questionnaire series alongside the

chained series, used in the nowcasting equations.
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Figure 4. Geometric-mean conversion of retrospective and prospective balances of opinions:
old-questionnaire vs. reconstructed series for the period 2013:01-2019:05, by sector and
business activity aspect
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5. Monthly GDP nowcasting by survey variables

To obtain historical GDP data at monthly frequency, we perform linear-spline interpolation
of quarterly seasonally adjusted GDP series, while assigning the known GDP level to the
first month of the quarter and missing values to the remaining months. Then, we apply the

bagging procedure suggested in Bergmeir, Hyndman and Benitez (2016) which derives the
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trend component, bootstraps the remainder and adds it back. To ensure enough

observations for bootstrapping, we have used the GDP series since 1995.

Figure 5. Ten monthly interpolated and bagged GDP series (seasonally adjusted): upper
left—in levels, upper right—log-differenced, bottom—implied quarterly changes compared
to original ones (1995:Q1-2018:Q1)
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Figure 5 (the upper graph, on the left) depicts 10 monthly interpolated and bagged GDP
series. The upper graph, on the right, represents these series in terms of log-differences,
since they are designed for the regression. The bottom graph shows changes in quarterly
aggregated bagged monthly levels. Thus, the bagging creates multiple replications of the
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"noised” monthly GDP trend, although the quarterly and intra-quarterly volatility are not

fully addressed.

Using the bagged GDP-series (in log-difference terms) as a left-side variable, the PLS
regression runs with five survey-based predictors, calculated as the geometric-mean
conversion of the retrospective and prospective balance of opinions related to domestic
sales and export orders in manufacturing, domestic sales and exports in services industry
and total retail sales in trade. Three additional candidates presented in Figure 4—
construction activity and the number of local and foreign tourists in the hotel sector—have

been filtered out because of very low VIP-scores.’

Having a total of M bagged GDP series (in log-difference terms) we get M different
forecasts for the month of interest t, some of which, say {yt(l), yt(z), ...yt(M"“l)}, My <

M) passed the test set validation. This enables a density nowcast for a given month ¢ ,
average (point) nowcast y, , as well as 5% and 95% distribution percentiles for estimating

the confidence interval.

We allow various definitions of the dependent variable, like GDP at market prices,
excluding import taxes, at basic prices, as well as the business-sector GDP at market and
basic prices.

Due to the different frequency of data and unsynchronized publications of the Business
Tendency Survey and National Accounts, the forecast horizon in our GDP equations varies
from two to four months: the maximum forecast horizon occurs in February, May, August
and November as the survey data are published 10-12 days earlier than the first GDP
estimate of a new quarter. In contrast, in March, June, September and December, the model

provides forecasts for up to two months.
Recent experience with this model can be summarized as follows.

The fraction of filtered-out predictions varies between 15 percent and 20 percent,

depending on the data and the type of dependent GDP series. The nowcast estimates of

> See Appendix E for more details. We filtered out variables whose VIP-scores remained below 0.8 in all
simulations.
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monthly GDP growth obtained so far explain between 12 percent and 30 percent of the
variance in the target variable. The derived sentiment factors explain between 43.5 percent
and 56.2 percent of the variance in the survey-based explanatory series. Mostly, only one
sentiment factor has been derived: the hazard rates are about 87 percent for the nowcasts
obtained with respect to the GDP at market prices and business-sector GDP, 76 percent for
the GDP excluding import taxes and 67 percent for the GDP at basic prices.

Figure 6 depicts the VIP-scores of the explanatory series. It can be seen that the relative
importance of the service sector is the largest, although these variables were found to
provide a poor fit with respect to the monthly revenue index of services. Retail sales also
show considerable relative importance, and no less than industrial sales in the domestic

market, despite its smaller weight in the industrial GDP-composition.

Figure 6. The heatmap of VIP-scores? of the explanatory variables recorded from

the simulations in January, 2019 with respect to the GDP at market prices
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1) The definition of the relative importance measure VIP is given by (E.4) in Appendix E.
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The relative importance of export orders in manufacturing is the lowest. We do not remove

this variable because in some simulations the corresponding VIP-scores exceed 0.8.

Table 5 presents a summary of the model coefficients, by type of the dependent GDP
variable. These statistics are calculated over cross-validated simulations, whose number
(out of 350 for each type of the dependent variable) is also shown.

Table 5. Summary of PLS-parameters of monthly GDP regressions, by type of
dependent variable

Employee-weighted series Revenue-weighted series”
Aspect of Number® of Number? of
Sector business activity | M™Mean  Median St.dev. | simulations | Mean  Median St.dev. | simulations
Panel A: Dependent variable - GDP at market prices
Retail Trade Total sales 0036 0.041 0.033 0038 0039 0017
Services Domestic sales 0.061 0.067 0.042 0.093 0.094 0012
Services Exports 0.017 0.012 0.030 0.005 0.013 0014
Manufacturing  [Domestic sales 0171 0164 0.052 288 0158 0158 0022 334
Manufacturing |Exports 0092 0.094 0.018 0089 009 0016
Panel B: Dependent variable - GDP at market prices, excluding import taxes
Retail Trade Total sales 0057 0059 0018 0072 0072 0010
Services Domestic sales 0.098 0101 0027 0105 0106 0012
Services Exports 0.062 0061 0025 294 0.024 0.037 0012 332
Manufacturing [Domestic sales 0138 0135 0032 0147 0148 00186
Manufacturing  |Exports 0066 0067 0016 0041 0041 0015
Panel C: Dependent variable - Business-sector GDP at market prices
Retail Trade Total sales 0074 0074 0010 0054 0055 0012
Services Domestic sales 0.08% 0089 0011 0127 0127 0014
Services Exports 0.008 0.009 0.015 32 0.041 0.041 0014 336
Manufacturing |Domestic sales 0152 0151 0.014 0126 0126 0017
Manufacturing  |Exports 0.044 0.044 0.014 0062 0062 0015
Panel D: Dependent variable - GDP at basic prices
Retail Trade Total sales 0.064 0.063 0.028 0187 0182 0044
Services Domestic sales 0.065 0.084 0.082 0172 0173 0025
Services Exports 0155 0.142 0.068 294 0.098 0.099 0033 178
Manufacturing |Domestic sales 0.142 0131  0.081 0126 0126 0.031
Manufacturing  |Exports 0089 0090 0034 0029 0025 0018
Panel E: Dependent variable - Business-sector GDP at basic prices
Retail Trade Total sales 0100 0099 0026 0166 0163 0056
Services Domestic sales 0082 0100 0.079 0150 0155 0056
Services Exports 0156 0140 0.069 296 0144 0142 0038 255
Mamnufacturing  |Domestic sales 0146 0131 0071 0078 0076 004
Manufacturing  |Exports 0015 0024 0053 0028 0022 0020

D An experimental version with two revenue-weighted explanatory variables of the service
industry; the data have been replaced for the months from 2016:01 to 2019:02.

2 The number of simulations supported by the test set validation, out of a total of 350 simulations.
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In the services industry, there is some evidence that the estimated parameters have
strengthened since the balances of opinions are weighted in terms of revenue rather than
employment. However, it is too early to draw conclusions, because the revenue-weighted
series are currently available only from 2016 and the results are not completely

comparable.

Figure 7. Statistical densities of the parameters, by type of dependent GDP variable
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Figure 7 depicts statistical density of the parameters, by explanatory variable and the type
of the dependent GDP variable. In this figure, the effect of the left-side variable is

especially noticeable for exports in the services sector, since the densities of the
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corresponding coefficients are quite different. This difference is consistent with other
simulation results showing better performance of the model with respect to the GDP at

basic prices than at market prices.

Figure 8 depicts the in-sample fit alongside the actual quarterly growth of business-sector
GDP, spread uniformly over the quarter. For comparison, Figure 9 depicts the aggregated
balance of opinions (calculated with fixed weights) alongside the monthly simulated GDP
growth.

Figure 8. In-sample fit of the PLS-sentiment with respect to GDP growth, at market prices
(2013:01-2019:05)
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Figure 9. Aggregated Balance of opinions (with fixed weights)" alongside estimated
trend? of monthly GDP-growth (in annual terms, 2013:01-2019:05)
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) Seasonally adjusted balance has been calculated as a composite series, based on seasonally
adjusted sectoral components;

2 Monthly GDP growth estimates have been obtained through monthly interpolation and
bootstrapping of quarterly seasonally adjusted GDP growth rates

Table 6 shows that the sentiment indicator with regression-based weights is more closely
correlated with the target variable than the sentiment with fixed weights. As seen from the
table, the PLS-sentiment provides a better fit for GDP, adjusted for import taxes, which is

less affected by the volatility of consumer imports.
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Table 6. In-sample correlations between the sentiment indicators and monthly
GDP growth (at market prices), by type of target variable over the period
2013:01-2019:05

Pearson correlations
(Prob >|r] under H0:Rho=0)
with the target |between the Sentiment indicators

Panel A. The target variable is GDP
PLS-Sentiment 0.311 0.701

(0.007) (<0.0001)
Aggregated balance 0.031
of opinions® (0.791)
Panel B. The target variable is GDP excluding import taxes
PLS-Sentiment 0.530 0.272

(<0.0001) (0.016)

Aggregated balance 0.103
of opinions® (0.378)
Panel C. The target variable is business-sector GDP
PLS-Sentiment 0.285 0.867

(0.013) (<0.0001)
Aggregated balance 0.087
of opinions® (0.459)

1 The aggregate balance of opinions is an alternative construction of the sentiment indicator
which summarizes all available chained sectoral variables with fixed weights, assigned
according to industrial GDP-composition.

Figure 10 shows real-time nowcasts of the monthly GDP (top graph) and business-sector

GDP (bottom graph) growth, collected for the period 2015:11-2019:05, while different

color lines denote the sequence of monthly nowcasts released within the same vintage. The
official CBS figures of the GDP quarterly changes, first releases and revised estimates are
shown in the upper graph. Substantial revisions of the 2016 data made retrospectively
explain, to a large extent, bigger out-of-sample errors of the model in this period. For
comparison, we also show nowecasts of the bridge equation model, which is estimated in
the Bank of Israel once a quarter (first estimate) and leads the first CBS release by two

months.
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Figure 10. The out-of-sample monthly GDP nowcasts? alongside the actual growth
rates and other real-time estimates? for the period 2015:11-2019:05
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Y The upper graph presents the real-time forecasts simulated with respect to GDP, the bottom—
with respect to business-sector GDP, at market prices. The colored lines denote real-time vintages
of monthly GDP nowcasts, obtained at the beginning of each month.

2 The monthly nowcasts simulated by the PLS-model are shown alongside the quarterly
nowecasts of the bridge equation (total GDP) and the monthly State-of-the-Economy Index
(business-sector GDP).
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The bottom graph show that the real-time PLS-nowcasts of monthly business-sector GDP
growth rates are highly correlated with the Composite State-of-the-Economy Index®, which
summarizes ten monthly available macroeconomic indicators and runs around the 20th day

of each month. Since the sentiment and the Composite indices vary in the same range and

the latter—by construction—evaluates the real-time monthly business-sector GDP growth,

we conclude that comparable monthly GDP nowcasts could be obtained at the beginning

and at the end of each month, based on different datasets.

Due to short data span of survey-based explanatory series, the follow-up period which
allows to calculate out-of-sample errors relative to actual growth rates includes only 14
quarters, from 2015:1V to 2019:1. This period is also characterized by large revisions of the

2016 GDP data which negatively affected the predictive accuracy of short-term forecasts.

Table 7. Mean absolute quarterly forecast error (%) of the PLS-sentiment model
compared? to the Nowcast and the average-growth assumption, calculated for the

follow-up between 2015:1V and 2019:1, in annual terms

Target variable

Total GDP | GDPexcl | Business-
Average revison in growth rates 1.18 0.96 1.48
Panel A. Relative to the first GDP-estimate
Nowcast model 0.78 **
PLS-sentiment 0.83 **| 09 * 119 **
Mean-growth baseline assumption 1.20 1.09 1.83
Panel B. Relative to the revised GDP-estimate
Nowcast model 1.39
PLS-sentiment 1.36 1.09 1.78
Mean-growth baseline assumption 079 ** 087 * 111 **

U * and ** denote significance at 5% and 1% level of MDM-statistic indicating whether the
model (PLS or nowcast-equation) outperforms the baseline assumption of mean growth, known
in real time and calculated over a rolling window of 52 quarters. For details on the MDM statistic

for small sample see Harvey et al. (1998):

6 For details see: https://www.boi.org.il/en/Research/Pages/ind.aspx.
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Table 7 summarizes out-of-sample errors, obtained using the quarterly (implied) sentiment
indicator and compared — in terms of the mean absolute forecast error (MAFE) - with
errors of the Bank of Israel's Nowcast which is currently in use (with respect to total GDP
growth ) and the baseline assumption of mean growth, calculated in real-time over a rolling

window of 52 quarters.

As can be seen, the predictive ability of the sentiment regarding the first estimate of GDP
growth rates is close to the Nowcast and both models deliver smaller out-of-sample errors
than the average growth assumption. Furthermore, the sentiment index provides forecasts
a few weeks earlier and updates its forecasts during a quarter, as soon as a hew survey
becomes available. However, out-of-sample errors calculated relative to revised GDP data
for this period are much larger and both models failed to outperform a simple assumption
of average growth.

Conclusion

Our analysis shows that the Business Tendency Surveys provide new information for
nowecasting on a monthly basis through retrospective and prospective balances of opinions,

related to specific aspects of business activity and focused on a specific month.

We find that retrospective balances of opinions are positively correlated with the
corresponding monthly changes in sectoral macroeconomic indices, but this covariance is
largely due to seasonal effects. Overall evaluations of present business situation do not
correlate with industry indicators. Prospective balances of opinions are weakly correlated
with the month of survey data, but not with the data of the next month to which they refer.
Based on this, a geometric-mean conversion of retrospective and prospective balances of
opinions was proposed for the linkage between the old and new-questionnaire series and

for the smoothing until a seasonal adjustment procedure is feasible.

The firm-level data of the new questionnaire yield significant seasonal and cross-sectional
variance and provide evidence that firms' heterogeneity significantly affects the reliability

of qualitative answers, particularly in the services industry.
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The monthly sentiment indicator calculated from five sectoral balances of opinions with
regression-based weights is positively correlated with the GDP trend, derived ex post in
terms of month-to-month changes. These real-time monthly GDP estimates are available
much earlier than quarterly estimates of the bridge-equation and less affected by the

volatility of consumer imports.

The out-of-sample GDP nowcasts vary in the same range as the Composite State-of-the-
Economy Index, based on macroeconomic indicators of sectoral activity, exports, imports,
employment and vacancy rate. This makes it possible to obtain comparable monthly
estimates of GDP at the beginning and at the end of the month.
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Appendix A. Balances of opinions?, by industry, time perspective, and question

ime perspective Present Past Expected

Industry Question |No Question |No Question |No
Manufacturing Overall 1

Manufacturing Local orders 3 |Local orders 10
Manufacturing Export orders 4 |Exportorders 11
Manufacturing Output 5 |Output 12
Manufacturing Sales 6

Manufacturing Employment 9 |Employment 14
Construction Overall 1 |Overall 2 |Overall 4
Construction Building starts 3

Construction Employment 5
Retail Trade Overall 1 |Sales 3 |Sales 5
Retail Trade New orders 6
Retail Trade Employment 7
Services Overall 1

Services Local sales 2 |Local sales 7
Services Export sales 3 |Exportsales 8
Services Employment 4 [Employment 6
Hotels Overall 1

Hotels Local tourists 2 |Local tourists 7
Hotels Foreign tourists 3 [Foreign tourist 8
Hotels Revenue 6

Hotels Employment 4 [Employment 9

L Only questions considered in our study are shown. The BTS also asks about output prices, capacity
utilization, credit volume, credit, production and market limitations that we leave aside.
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Appendix B. Statistical summary of retrospective evaluations made according the new and old questionnaires over follow-up

period (April-December 2015), by industry and selected questions (unweighted statistics)

"Increase" (upper) and

Share of voting "No- "Decrease"(bottom) Average balance
N of firms Share of non-response change" relatively to "No-change" of opinions
Question New Old New Old New Old New Old New Old
Panel A. Manufacturing
175.9 27.4 0.6% 0.2% 50.1% 54.4% 0.54 0.29
Sales (6 2 i i 20%  -9.6%
ele) (98) " (127) [ (04%) " (03%) [ (3.7%)  (28%) 0.47 0.55 ? i
175.6 226.1 42% 1.9% 58.1% 62.9% 0.39 0.23
Output (5 18%  -5.8%
® (97) " (126) [ (13%) " (06%) [ (56%) " (24%) 0.35 0.37 2 =
175.9 27.1 0.6% 0.7% 77.1% 73.4% 0.14 0.12
Empl t (9 02%  -5.0%
plyment(2) (97) "(127) [ (08%) " (05%) [ (23%) " (2.6%) 0.14 0.25 * *
Panel B. Construction
136.8 109.5 0.1% 1.7% 59.2% 66.5% 0.34 0.27
Overall tmt\ 2 v v 4 v -2.6% -0.3%
Stabactvgy:(2) (72} (64) [ (03%) " (03%) [ (43%) " (39%) 0.36 0.24 X i
. 135.4 107.8 5.6% 3.9% 57.2% 63.3% 0.41 0.36
Building starts (3 v 4 v v -1.4% 2.7%
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Appendix C1. Parameters? of firm-level logistic regression, estimated for the manufacturing industry, by model specification?

and questionnaire version

Old questionnaire (2013-2014) New questionnaire (2016-2017)

Model |Parameter| Estimate  StdErr Z Pr>|Z| |Estimate StdErr Z Pr>|Z|
010 aq -1.474 0.072 -20.39 <.0001 -1.132 0.056 -20.05 <.0001
ay 1.066 0.067 15.91 <.0001 1.261 0.059 21.48 <.0001

5 1.118 0.114 9.80 <.0001 0.810 0.067 12.04 <.0001

011 oq -1.475 0.073 -20.36 <.0001 -1.153 0.056 -20.44 <.0001
ay 1.064 0.067 15.87 <.0001 1.245 0.059 21.16 <.0001

15 1.119 0.114 9.80 <.0001 0.781 0.066 11.80 <.0001

% -0.514 0.828 -0.62 0.535 4.888 0.788 6.20 <.0001

111 aq -1.419 0.139 -10.20 <.0001 -1.127 0.118 -9.57 <.0001
a, 1.263 0.136 9.28 <.0001 1.435 0.121 11.90 <.0001

15 1.577 0.196 8.05 <.0001 0.984 0.124 7.91 <.0001

Q -1.333 1.456 -0.92 0.360 5.416 1.588 3.41 0.001

211 aq -1.584 0.269 -5.89 <.0001 -1.006 0.159 -6.63 <.0001
ay 1.828 0.245 7.47 <.0001 1.588 0.148 10.71 <.0001

15 2.186 0.334 6.53 <.0001 1.048 0.134 7.80 <.0001

4 -2.244 2.165 -1.04 0.300 4.397 2.399 1.83 0.067

Y The significance of the GEE-parameters is estimated on the basis of Z-scores, instead of y? for the maximum likelihood estimation.

2 Four model specifications presented here are: 010 — includes quantitative changes only in a firm-level dimension, 011 — includes firm-level
quantitative changes, as well as the aggregate seasonally adjusted index of industrial production (log-differenced); 111 and 211 include quantitative
changes in both firm-level and sectoral dimensions and also account for the firm's size by using employment-based or revenue-based observations

weights, respectively.
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Appendix C2. Parameters? of firm-level logistic regression, estimated for the retail trade industry, by model specification?

and questionnaire version

Old questionnaire (2013-2014) New questionnaire (2016-2017)

Model |Parameter| Estimate  StdErr Z Pr>|Z| |Estimate StdErr Z Pr>|Z|
010 a4 -1.577 0.102 -15.42 <.0001 -1.033 0.084 -12.34 <.0001
a, 0.889 0.093 9.52 <.0001 1.404 0.083 16.92 <.0001

5 0.656 0.148 4.42 <.0001 1.597 0.205 7.78 <.0001

011 aq -1.578 0.107 -14.78 <.0001 -1.050 0.083 -12.00 <.0001
a 0.887 0.097 9.13 <.0001 1.390 0.084 16.59 <.0001

15 0.656 0.149 4.41 <.0001 1.553 0.207 7.52 <.0001

4 0.133 2.515 0.05 0.958 3.861 1.386 2.79 0.005

111 aq -1.360 0.213 -6.38 <.0001 -0.861 0.147 -5.85 <.0001
ay 1.041 0.206 5.06 <.0001 1.578 0.141 11.16 <.0001

5 1.788 0.458 3.91 <.0001 3.169 0.563 5.63 <.0001

) -6.235 2.903 -2.15 0.032 -0.199 4.284 -0.05 0.963

211 aq -1.957 0.436 -4.48 <.0001 -1.243 0.332 -3.75 <.0001
ay 0.255 0.560 0.45 0.6491 2.097 0.287 7.31 <.0001

L 0.517 0.717 0.72 0.4704 3.620 0.588 6.15 <.0001

4 -2.313 3.056 -0.76 0.449 -5.055 4.056 -1.25 0.213

Y The significance of the GEE-parameters is estimated on the basis of Z-scores, instead of y? for the maximum likelihood estimation.

2 Four model specifications presented here are: 010 — includes quantitative changes only in a firm-level dimension, 011 — includes firm-level quantitative changes,
as well as the aggregate seasonally adjusted index of retail trade revenue (log-differenced); 111 and 211 include quantitative changes in both firm-level and sectoral
dimensions and also account for the firm's size by using employment-based or revenue-based observations weights, respectively.
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Appendix C3. Parametersl) of firm-level logistic regression, estimated for the services industry, by model specification2) and

guestionnaire version

Old questionnaire (2013-2014) New questionnaire (2016-2017)

Model |Parameter| Estimate  StdErr Z Pr>|Z| |Estimate StdErr Z Pr>|Z|
010 a4 -1.695 0.080 -21.27 <.0001 -1.360 0.067 -20.37 <.0001
a; 1.538 0.074 20.93 <.0001 1.996 0.075 26.68 <.0001

5 0.376 0.072 5.23 <.0001 0.111 0.063 1.77 0.0771

011 aq -1.728 0.081 -21.45 <.0001 -1.391 0.067 -20.66 <.0001
ay 1.507 0.073 20.59 <.0001 1.972 0.075 26.25 <.0001

15 0.383 0.072 5.29 <.0001 0.106 0.063 1.68 0.092

% 4.196 1.226 3.42 0.001 5.345 0.902 5.93 <.0001

111 aq -1.747 0.119 -14.64 <.0001 -1.367 0.146 -9.34 <.0001
a, 1.677 0.168 9.98 <.0001 2.189 0.181 12.10 <.0001

15 -0.178 0.271 -0.66 0.5118 0.099 0.120 0.83 0.409

Q 3.728 1.873 1.99 0.047 6.821 1.537 4.44 <.0001

211 aq -1.708 0.283 -6.03 <.0001 -1.035 0.191 -5.42 <.0001
a 1.397 0.273 5.11 <.0001 1.865 0.263 7.10 <.0001

15 0.431 0.143 3.01 0.0026 0.595 0.243 2.45 0.010

4 0.615 3.235 0.19 0.849 8.348 3.168 2.63 0.008

Y The significance of the GEE-parameters is estimated on the basis of Z-scores, instead of y? for the maximum likelihood estimation.

2 Four model specifications presented here are: 010 — includes quantitative changes only in a firm-level dimension, 011 — includes firm-level
quantitative changes, as well as the aggregate seasonally adjusted index of retail trade revenue (log-differenced); 111 and 211 include quantitative
changes in both firm-level and sectoral dimensions and also account for the firm's size by using employment-based or revenue-based observations
weights, respectively.
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Appendix D. Linkage between the old and new questionnaire balances of opinions

Denote by t the month that the survey was carried out, s - sector, v - the related aspect of

business activity; then NB/*®* and NB/™ ") are corresponding retrospective and

prospective balances of opinions derived from this survey. The geometric-mean conversion

of these data is calculated as follows:

bkw(s,v) frw(sp)
(sv) _ NB, b _ _
G = \/(—100 +DX(———+1 -1 (D)

t

10

The applied three-month moving average of this transformation looks like:
GO = 06657 + 03657 + 01650 (D.2)

Then, we can evaluate the average gap between (D.1) and (D.2) series over the follow-up

period and reconstruct the series from 2013, as follows:

GOV + 2B Ta0ieea GV — GY) if 2013 < year(t) < 2015
"'(S,U)
Gt

GA t(s,v) —

(D.3)

otherwise

Table D1. Summary of explanatory series in the follow up period (2015:04-2015:12) and
estimated bias

Aspect of Average Standard deviation | Estimated

Sector business activity | New ‘ Old New ‘ Old bias
Manufacturing | Domestic sales -5.02 0.48 2.20 1.86 5.49
Manufacturing | Export orders -0.89 3.30 2.09 2.23 4.19
Retail Trade Total sales 1.45 4.49 5.17 4.18 3.04
Services Domestic sales 0.60 2.16 2.76 1.80 1.56
Services Exports -0.84 3.70 3.05 3.94 454
Construction Building activity 6.86 3.47 4,96 3.60 -3.39
Hotels Local tourists -13.36 -1.19 9.33 10.65 12.16
Hotels Foreign tourists -42.50 -32.86 6.51 8.93 9.64

) Explanatory series are calculated through geometric-mean conversion of the retrospective and
prospective balances of opinions of the old and new questionnaires, as defined in (D1) and (D2),

respectively.
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Table D1 presents summary statistics of transformed series and estimated bias used in (E.3)

for construction of linked series starting in 2013.

Appendix E. The PLS-based sentiment index

Like the principal component regression, the PLS-method constructs uncorrelated linear
combinations of the predictors via eigenvalue-decomposition of the correlation matrix. The
difference is that the PLS-regression identifies each new combination of the original

predictors with respect to the target variable.

We regress the dependent variable y, (seasonally adjusted and log-differenced) by p
explanatory balances of opinions Xt—-{Xlt ---Xpt} combined into h (h < p) unobservable

sentiment factors Te={T;; - Tp;}, as defined below:

X=TP +e
y=Tbh+u

(E.1)

where

X (nxp) - matrix of p explanatory variables, with n monthly observations;

T(nxh) - matrix of h derived and uncorrelated sentiment factors, with n monthly
observations; T'T =1 ;

P(pxh) - matrix of weights of the explanatory series in the derived sentiment factors;

b(hxl) - vector of regression parameters of the dependent variable by the derived

sentiment factors;

e(nxp) and u(nxl) are random residuals of the explanatory and dependent variables,

respectively.

As all variables are standardized to zero mean and unit variance, the parameters do not
include an intercept. The sentiment factors T4, --- T}, are derived one by one; we begin

with X, =X, Yu =Y by constructing the first factor T, = X W, , where W, isa
vector of weights proportional to the first eigenvector of the matrix (X('l) Yo yél) Xwy)

which maximizes T('l)y , 1.e., the correlation between the first derived sentiment factor
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with the target variable. The second factor is derived in a similar way, but instead of X
and y we take the residuals X, = X —=TyP'y and Yp) =Ygy —Tybyy, respectively.

This procedure is repeated until the desired number of factors is created.

The number of sentiment factors is supervised through test set validation: the optimal h is

determined through the minimization of the predicted residual error sum of squares
n

(PRESS), calculated as Zu,f'j , Where u, ; denotes the prediction error for y; obtained
j=1

by the model of h factors, while y; is excluded. The test ensures that the forecast

outperforms (in terms of out-of-sample mean squared error) the benchmark of the mean

growth, calculated as a conditional mean of the dependent variable with deleted

observation to be predicted, as follows:

Vej = (Dhiype; 70/ (=1 (E2)

If the PLS-regression does not outperform the benchmark forecast, in terms of PRESS, we
conclude that no sentiment factors related to the dependent variable can be extracted. In

other words, the explanatory variables don't pass the test set validation, if:

n
z up; 2 Xjoi(yj— ¥ej)’ (E.3)

j=1

In this case, we need to make changes in the explanatory set. The variable selection may

be based on the relative importance measure (Chong and Jun, 2005), calculated as follows?:

P
VIPi=\/mZﬁ1=1W%i55(mem) (E4)

where

p is the number of explanatory variables;

7 According to Wold (1993), VIP scores below 0.8 indicate the low importance of explanatory variables and
this threshold may be used for variable selection.
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h is the number of derived sentiment factors;

w,,; denotes the loading of the standardized balance of opinions X; (i = 1, ... p) in the

sentiment factor T,,, (m = 1,..h);

SS(b,T,) =b2T, T, evaluates the share of variance of the dependent variable y explained

by the sentiment factor T, .

Appendix F. Industrial composition weights used for the aggregated balance of

opinions
Aspect of Share in Intra-sectoral Component

Sector business activity GDPY division? weight
Manufacturing  [Domestic sales 80% 17.9%
Manufacturing  [Export orders 22.4% 20% 4.5%
Retail Trade Total sales 6.5% - 6.5%
Services Domestic sales 80% 47.3%
Services Exports 59.1% 20% 11.8%
Construction Building activity 10.3% - 10.3%
Hotels® Local tourists 50% 0.9%
Hotels Foreign tourists 1.7% 50% 0.9%

Y The industrial composition of business-sector GDP is given in the "Statistical Abstract of
Israel" (2018, Table 18.1), URL.:
https://old.cbs.gov.il/reader/shnaton/templ_shnaton_e.html?num_tab=st18 01x&CYear=2018

Since not all sectors of the business sector are covered by the Business Tendency Survey and
some are partly covered (for example, manufacturing does not include mining and quarrying,
commerce is represented by only retail trade, business services do not include education etc.) and
the hotels are represented separately from the services industry, although originally it is a part of
the food and accommodation sub-industry), the composition was adjusted according to VAT
sources.

2 Exports shares are calculated according to perennial VAT composition.

% The hotels are covered by the Survey as a separate sector, although it is a part of the services
industry (the food and accommodation sub-industry) according to industrial CBS classification.
The weight of this sector was calculated from the VAT sources
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